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INTRODUCTION

Noise is present in many situations of daily life for ex: Microphones will record

noise and speech.

Goal: Reconstruct original signal

Wiener filtering is @ method to estimate the original signal as close as possible from

the signals degraded by additive white noise

Wiener Filter is the one which is based on the Linear minimum mean square
error(LMMSE).

Calculation of the Wiener filter requires the assumption that the signal and noise
processes are second-order stationary. For this description, the data is WSS with

zero mean will be considered .




Wiener filtering

There are three main problems that we will study

Smoothing
Filtering
Prediction
to solve all three above problems we use
O = Cox Gl X

and the minimum MSE matrix given by
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SMOOTHING

¢ O=s[n] is to be estimated for n=0,1, N-1 based on the data set
{ x[0],x[1], X[N-1] } , where x[n]= s[n] + w[n].

+ In this an estimation can not be obtained until all the data has been

collected

CII = RJ‘I! — RR&' + RH.H.I.H

Cyr = E(sx’) = E(s(s + w)") = R...

Then the wiener estimation of the signal is

§ = R,H(RS,; T R,_,__rm]_ll.




The corresponding minimum MSE matrix is

Rss - Rss (R:H T R*ww.:' -IR”
(I - W)R...

Where W= R_ (R, + R, ) ! is referred to as the wiener smoothing

matrix

If N=1, we would estimate s[0] based on X[0]=S[0]+w][O0]. Then, the

wiener smoother W is given by

w=r, [0] / (r [0] +F,,[0])

n/(n+1)

r.. [0]1/r,, [0] istheSNR




For high SNR so what W1, we have S[0]>X[0],

while for a low SNR so what W0, we have S[n]=>0.

The corresponding minimum MSE is

M, =(1-w) r o [0]

N (1'n/(n+1)) I'ss [0]

which for these two extremes is either O for a high SNR, r ., [0] for a low
SNR




FILTERING

In this we estimate 6 = s[n] based on x[m]=s[m]+w[m] for
m=0,1,2......... n.

The above problem is to filter the signal from noise, the signal sample is
estimated based on the present and past data only.

CXX =RSS + I:{WW

E(s[n][ z[0] z[1] ... z[n]])
E (s[n] [ s0] s ... s[n] ])
[rlnlrofn = 1]... ra[0]].

Then the estimator of the signal is

SInl=r_.T (R.+R,, )X




S[n] = aTx

_ /4
where a= (R, + R,, ) ! g

To make the filtering correspondence we let h(M[k] = a .,

i a x| k]
E R fre — jE.']:.E[Ii:]

k=0

i A klzn — k]

k=)

where h(M[k] is the time varying FIR filter
To find the impulse response h we note that since

(Res + Ruw)a =,

(Ra.:t + wa] h= Tsq




Written out, the set of linear equations becomes

These are the wiener-Hopf filtering equations

For large enough n it can be shown that the filter becomes time invariant,
the Wiener-Hopf filtering equations can be written as

ih{k}r”[i K =rafll  1=0,1,... .

k=0

The same set of equations result if we attempt to estimate s[n] based on
the present and infinite past . This is termed the infinite wiener filter.

i[n] = i hik]z[n — k]




And use the orthogonality principle.
Then, E[ (S[n] - S[n]) x[n-1]) ] =0

Hence,

E ih[k]m[n —k|lz[n -] | = E(snje[n - 1))
k=0

and therefore, the equations to be solved for the infinite wiener filter

impulse response are

S hlkjrall— K =rall  1=0,1,... .

k=10




The smoothing estimator takes the form

S[n]

And by letting h[k]=a .., we have the convolution sum

(00)

S[n] >  h[k] x[n-Kk]

k=- oo

The wiener equation becomes
0.0)

2 h[k] o[-kl =r[I]

k=- oo




The difference from the filtering case is that now the equations must be
satisfied for all, and there is no constraint that h[k] must be causal.

Hence we can use Fourier transform techniques to solve for the impulse
response then

H(f) = P (f) / Py (f)

=P (F) /(P () + Py (F))

If we define SNR as N(f) =P (F) /Py (F)
Then the optimal filter frequency response becomes

H(f) = n(f) / (n(f)+1)

Clearly, the filter response satisfies 0< H(f) < 1, and the wiener
smoother response is H(f) = 0 when n(f) = 0 and H(f) =1 when n(f)>oo




PREDICTION

The prediction problem in which we estimate 8 =X[N-1+1] for I=1 based
on X.

we use C,,=R,, and
Coo = E[eN-1+0[al0] o] ... z[N-1]]]
= [ T‘II[N-].-H] TH[N-"?-I‘” Trtm ]

let the latter vector be denoted by r'7,,. Then
#N —1+1] =r R!x

— =17
a = Rrxr:r:r

EN—-141] = El arz|k].
k

=l




let h[N-k]=a, to allow filtering interpretation

N=1

S h[N — k]z[k]

k=i

ih[k]a:[N — K]

where rzz = [roz [l roe[l + 1] .. mpz[N = 1+ I]]T. In explicit form they become

rez 0] rez[l] ... Te(N=1] 7 [ A[1]
Fzz(l] real0] .o Teg[N -2 h[2]

realN=1] raN-2 ... rwl0] || A




The minimum MSE for I-step linear predictor is

.f'lf_r = Trx [[}] rr R.r.r Il’:l:.t'

7.2[0] — rua
N=1

'r_-”-[ﬂ] - Z ﬂ-krrm{N -1 =+ [ — k}

N=1

real0] = Y RN = kjreo[N —14+1— k]

N
reel0] = S AlkJralh + (L= 1))

k=1

Assume that x[n] is an AR(1) process with ACF

Iu[k] H_a:[l] a[l] lkl
N
#[N] =) hlklz[N — k].




Let I=1 and we solve for the h[k].
\
> h[k] ry[m-kl =r,[m]
k=1
\
3 h[k] (-a[1]DIm*l = (-a[1])ImI
k=1
On solving above equation we get

The one step linear predictor is EIRIERINEIFESY

And the minimum MSE is

T;r.::[l}] - Z h[klrl‘t{k]
k=1

rez[0] + a{l]r ez (1]



Similarly, the | step predictor by solving
\
> hik] r o [m-k] =r [ m+I-1]
k=1
substituting the ACF for an AR(1) process, this becomes
\
2 h[k] (-a[1])Im*l = (-a[1])Im+"1]
k=1

Then the impulse response is

The | step predictor is




and the minimum MSE for | step predictor is

h[l]f‘u[ﬂ
— (=a[1))! —5

The predictor decays to zero with increase in I, since |a[1]| <1. This is

also reflected in the minimum MSE, which is smallest for |=1 and

increases for larger one.
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